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Does Incentivization Promote Sharing “True” Content Online? 

 

Abstract 

Information sharing is often driven by social, legal, and financial incentives. To understand online 

information-sharing behaviour, the present study assessed whether incentivizing people to share 

“good” and factual content and disincentivizing the sharing of misinformation influenced 

information sharing. A mock social media platform was created where participants were shown 

posts that they could share, react to (using emojis), or choose ‘read more’ to get more information. 

Participants (N = 908) were divided into two groups where they received either financial 

(micropayments) or social (followers) incentives for each true information they shared. Results 

showed that incentivization, regardless of the type, encouraged people to share more true 

information; however, the two incentivised groups did not differ in their sharing behaviour, of all 

posts, regardless of veracity. Further, older and more educated individuals and those with a right-

leaning political ideology were more likely to share posts, with the latter being more likely to react 

to posts as well. Limitations and future directions are discussed.  

 

Keywords: incentives, information-sharing, misinformation, social media, web monetization 
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Does Incentivization Promote Sharing “True” Content Online? 

1. Introduction 

The online information ecosystem is influenced by what news gets shared, which has 

significant implications for people’s behaviour by manipulating their implicit emotions and 

attitudes (Hudson et al., 2015; Wang et al., 2021). Sharing information gives people confidence 

and makes them feel more informed and knowledgeable (Bastick, 2021); however, there are 

dangers to such freedom of creating and sharing information, which includes the proliferation of 

misinformation (Safieddine et al., 2017) and distortion of reality (Flaxman et al., 2016) among 

others.  

Any attempt to reconceptualize the Internet requires reviewing incentives, not only for 

content creation but also for content discovery and amplification. Such incentives can apply to 

financial (real money or tokens) and social (engagement via likes, followers, shares, etc.) Academic 

and civic attention has been devoted to platforms’ amplification algorithms. But in countries such 

as India, content is amplified in closed messaging apps such as WhatsApp, even in absence of 

platform-enabled amplification (Mitra, 2020). The lack of centralised moderation makes 

information consumers the primary line of defence against low-quality information. With 

WhatsApp's ability to sow misinformation easily in this manner, it has attracted attention from 

researchers focusing on the Global South (Latin America, Asia, Africa, and Oceania) where this 

app is popularly used. In Brazil, where WhatsApp is a popular mode of communication, Resende 

et al. (2019) studied the content of political WhatsApp group texts during the 2018 presidential 

campaign. They found that messages containing false information were more likely to spread 

quickly within groups, but took longer to go beyond group boundaries. A content analysis 

(Narayanan et al., 2019) of information shared on online platforms in India leading up to the 2019 

election found that more than 25 percent of the Facebook content shared by the Bharatiya Janata 
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Party (BJP) and a fifth of the Indian National Congress’s content was classified as misinformation. 

Cross-platform comparison showed that misinformation on WhatsApp is generally visual, while on 

Facebook it was generally in the form of links to news sites with conspiratorial or extremist 

content.  

1.1 Information-sharing as an Economic Game 

Considering social networks as public goods allows us to create an experimental task 

following economic experimental paradigms. Here, public service, such as voluntarily flagging bad 

information has a personal cost but generates an overall net benefit for the network. Therefore, it 

is possible to view misinformation sharing from an economic game perspective. In this case, it may 

be argued that a rewarding mechanism that incentivizes the sharing of good content and punishes 

the sharing of bad content could be formulated using the volunteer’s dilemma (see for example 

Ehsanfar & Mansouri, 2018). 

Within this paradigm, the sharing of good or true information can be considered a 

cooperative act and can be rewarded, whereas the sharing of divisive or false information can be 

considered as defection and can be punished. This is because the sharing of divisive information 

often results in a higher individual payoff of amassing more status or social influence on social 

media. For example, Rathje et al. (2021) show that divisive content often goes viral on social 

media. On the other hand, sharing “good” information often is better for the group (here network) 

as a whole.  

1.2 Motives for Information Sharing  

While extant literature has explored why people believe in false information (Ecker et al., 

2022) and conspiracy theories at large (Douglas et al., 2017), relatively less attention has been 

given to why people share misinformation. Our understanding of the sharing of misinformation 

can be informed by our knowledge of the sharing of conspiracy theories. One such common 
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factor is the role of social motives in deciding information sharing on the internet. Douglas and 

colleagues (2017) postulate that social motives help maintain a positive and competent perceived 

image of the self and the group. These motives encourage individuals to comprehend information 

and share misinformation in ways that defend or align with their social identities (Van Bavel et al., 

2021). Moreover, misinformation may also be shared, even without belief, to foster stronger ties 

within the in-group by derogating the out-group (Van Bavel et al., 2021; Osmundsen et al., 2020).  

Social engagement, the feedback people receive on their posts online via likes and 

comments, may act as “online social currency” (Ren et al., 2022). As social engagement affects 

well-being and perceptions of support, it may heavily influence information-sharing decisions. As 

high-arousal content is more likely to be shared when people want to create social connections, 

people may anticipate that sharing misinformation (that also produces high arousal) leads to 

higher social engagement. Specifically, calculated tradeoffs are made between accuracy and social 

engagement, with individuals knowingly sharing false information to satisfy their social motives 

(Ren et al., 2022).  

Previous work has indicated that social incentives are ecologically valid. Specifically, they 

may be as effective, if not more, as monetary rewards (Deaner et al., 2005; Lehner et al., 2017), on 

tasks involving cognitive control (Licen et al., 2016), attentional orienting (Hayward, et al., 2018), 

and attentional control (Licen et al., 2019). On the other hand, other studies have shown that 

social incentives may not be as effective as monetary ones (Radke et al., 2016; Rademacher et al., 

2014),  An important caveat here might be using a method that is especially sensitive to social 

incentives.  

Other work has shown that monetary incentives induce a performance focus and social 

incentives induce a normative focus (Mehta et al., 2017). Along with believability, financial 

incentives have a positive but diminishing effect on sharing information online regardless of 
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validity. Specifically, financial incentives strongly motivate the spread of health misinformation (Au 

et al., 2021). Similarly, legislation about misinformation sharing may deter the sharing of 

information perceived to be true, but not that which is perceived to be false, which was attributed 

to rebellion and anti-governmental stance (Au et al., 2021). 

1.3 Motives for Engagement 

1.3.1 Emotional Reactions 

Fake headlines may be created to elicit emotional responses and urge audiences to 

interact with the content in ways that earn profits for the creators (by sharing or accessing the full 

article; Horner et al., 2022). The advent of social media has made it easier to study these 

emotional reactions in multiple contexts. Users can judge the accuracy of a social media post 

based on other endorsements such as the number of likes, comments, and reactions received 

(Scherer et al., 2021). The inclusion of emojis reflecting anger, sadness, love, laughter, and surprise 

on social media platforms furthered audience interaction and became another tool of non-verbal 

and minimal-effort communication (Al-Rawi, 2019). For instance, during the COVID-19 

pandemic, news headlines evoked negative emotions like fear, sadness, and anger, with continued 

exposure to distressing information fueling anxiety (Aslam et al., 2020, Hamidein et al., 2020). 

Happiness and surprise are also associated with higher belief in COVID-19 misinformation and 

anger was associated with rejecting said misinformation (Al-Zaman, 2021; Rosenzweig et al., 2021). 

This emotional reactivity relates to ideological biases that dictate the proliferation of fake news 

related to opposing parties and suppressing fake news related to one’s own party, with political 

ideology predicting anxious and enthusiastic reactions (Osmundsen et al., 2021; Horner et al., 

2022; Yang et al., 2022). The role of emotions in discerning facts from factoids has implications for 

information processing, sharing, and intervention approaches to combat misinformation. 

1.3.2 Reading More About Posts 
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As most people do not read an entire article and/or verify the content of the news they are 

reading, it is important to use headlines as a reference for the bigger story and lure users to 

continue reading (Parikh & Atrey, 2018). A balance between reading only the headline and having 

to read the entire article may be to provide an option to access a short, one or two-sentence 

summary. The low word length allows users to know enough about the post and is likely to affect 

their decision of engaging with it. To the best of our knowledge, this is one of the first studies to 

include a ‘read more’ option to provide more context about a post.  

1.3.3 Political Ideology  

Political ideology, which refers to our beliefs about the world and ways to achieve it 

(Erikson & Tedin, 2003, p. 64), may partially explain beliefs in propaganda and sharing of fake 

news. Existing research suggests that bottom-up psychological processes make right-leaning 

individuals more susceptible to conspiracies with greater severity (Enders et al., 2022). 

Furthermore, conservatives often tend to display more general conspiratorial thinking than liberals 

(van der Linden et al., 2021), with even the perception of news as being fake differing based on the 

ideology and affiliations imbibed (Michael & Breaux, 2021). All of this condenses into people on 

the right sharing more fake news online (Calvillo et al., 2020; Guess et al., 2019; Baptista et al., 

2021), with extreme conservatives being more likely to endorse conspiracy theories than extreme 

liberals (Imoff et al., 2022). Similarly, supporters of a national right-leaning party in India were less 

likely than others to accurately recognize fake stories related to their party (Badrinathan, 2021). 

This suggests that people with certain political ideologies are likely to be more susceptible to 

believing and sharing misinformation, potentially because of alignments with their social and 

political identities and biases. Moreover, promoting one’s political agenda, partisanship, and 

animosity towards opposing ideologies also influence why fake news is shared (Osmundsen et al., 

2021). However, sweeping generalisations alienate individuals who do not engage in disseminating 
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misinformation and risk further polarization. Last, some work for reducing misinformation in an 

Indian context has found support for peer-to-peer correction (Badrinathan et al., 2022). However, 

other nonsignificant findings hint at the lack of research and raise concerns about the 

consequences of online actions on offline behaviours leading to riots and violence (Badrinathan, 

2021). An examination of the role of political ideology in a multiparty country like India needs to 

be explored to identify and curb contributing factors of misinformation sharing.  

1.4 The Present Study 

Against this background, the present study aims to investigate whether and how financial 

or social incentivization can curb the spread of misinformation online. Specifically, we seek to 

understand whether using web monetization technologies (with real money) can incentivize 

people to share accurate information. Can (micro) financial incentives countervail other incentives 

and nudge individuals to be more critical media consumers and amplify high-quality content? We 

aim to investigate whether incentivizing people to share “good” and factual content and 

disincentivizing the sharing of misinformation, either through micropayments or through social 

feedback, reduces the sharing of misinformation. 

The following research question and hypotheses were pre-registered1: 

RQ1: Do social or financial incentives affect the likelihood of sharing content? 

H1. There is a significant difference in terms of sharing true content between the baseline and the 

incentivized condition for all participants. 

H1a. There is a significant difference in the amount of true content shared between the 

baseline and the financial incentive condition. 

H1b. There is a significant difference in the amount of true content shared between the 

baseline and the social incentive condition.  

 
1  https://osf.io/k6mvu 

https://osf.io/k6mvu
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H2. There is a significant difference in terms of sharing true and plausible content between the 

incentivized conditions. 

H2a. There is a significant difference in terms of sharing true content between participants 

who earn social incentives versus those who earn financial incentives. 

H2b. There is a significant difference in terms of sharing plausible content between 

participants who earn social incentives versus those who earn financial incentives. 

H3. There is a significant difference in terms of sharing false and implausible content between the 

incentivized conditions. 

H3a. There is a significant difference in terms of sharing false content between participants 

who earn social incentives versus those who earn financial incentives. 

H3b. There is a significant difference in terms of sharing implausible content between 

participants who earn social incentives versus those who earn financial incentives.  

H4. Those in the social incentive condition are more likely to share wholesome content compared 

to those in the financial incentive condition. 

Additionally, two exploratory research questions were asked: 

RQ2: Does additional information beyond a headline affect the decision to share a post?  

RQ3: Do different types of post content elicit different socio-emotional reactions (measured 

through three emojis)? 

 
2. Method 

The study received ethical approval from the Institutional Review Board at Monk 

Prayogshala in March 2022 (#086-022).  

2.1 Participants 

Power analysis was computed using G*Power (latest ver. 3.1.9.7; Faul et al., 2007; Faul et 

al., 2009). Ren et al. (2021) find that in the like condition, 45.2% of participants shared conspiracy 
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beliefs. Accordingly, we used a two-proportions z-test to calculate the sample size. The 

proportions of .45 and .55 were used along with a power of .80, alpha of .05, and allocation ratio of 

1 in G*Power; the sample size was estimated to be 784 (392 in each condition: financial and social 

incentives). Keeping in mind an attrition rate of 25%, we aimed to recruit 908 participants. 

A total of 2464 participants filled out a screening survey (described subsequently), out of 

which the data of 908 participants2 (women = 336, men = 552, other = 20; Mage = 28.8, SD =  65.61, 

age range:18–69 years, Hindus = 712, Muslims = 54, Christians = 28, Atheists = 51, Other religions = 

63) were retained. Invalid responses were discarded based on nationality (not Indian), age (below 

18 years), self-reported honesty (< 7 on a 10-point scale), not passing at least one of the two 

attention checks, not completing all 3 days of the study, and if they had duplicate responses. 

About 50% of the sample were employed, 26% were students, 11% were self-employed and less 

than 5% were either unemployed or retired. Of the 908 participants, 441 were part of the financial 

condition and 467 were part of the social condition (Table 1). 

 
2.2 Measures 

2.2.1 Political ideology scale (Puthillam et al., 2021)  

This is a 34-item scale that measures political ideology among Indians on a 7-point Likert 

scale. Its three factors include purity-based cultural norms (α = 0.89), obedience to hierarchical 

authority (α = 0.94), and economic ideology. Higher scores on the PI scale and subscales indicate 

right-leaning political ideology. For the purpose of this study, only the purity and obedience 

subscales were used, as the economic ideology subscale showed poor internal consistency in 

earlier work (α = 0.38).  

2.2.2 Post-task Measures 
 

2 Of the 2464 that filled the survey, 1557 individuals fulfilled the inclusion criteria and were invited to participate in the study. From 

the 1557 individuals, there were participants who dropped out at different stages of the experiment and only 940 individuals 
completed all 3 days of the experiment. Data from these participants were further cleaned based on other inclusion criteria (passing 
the attention checks) and finally valid data from 908 participants were retained. 
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The following measures were part of the follow-up Qualtrics form the participants 

completed  3 days of the experiment. 

Moral Emotions. Based on scholarship related to moral emotions (Haidt, 2003; Tangney 

et al., 2007), participants were asked to rate nine moral emotions they felt while participating in the 

study over three days. These moral emotions include positive ones, specifically pride, 

awe/elevation, and gratitude/thankfulness (α = 0.75) and negative emotions, i.e., guilt, shame, 

embarrassment, anger, disgust, and pity (α = 0.95). 

Post-task Questionnaire. Participants were also asked a series of questions with respect 

to their participation in the study (refer to Supplementary Table S1). The responses to these 

questions were rated on a 7-point scale ranging from 1 = Not at all to 7 =  All the time. Some of 

the questions were “How often did you contemplate the message?”, “To what extent did you 

like the messages shown to you?”, “To what extent were you familiar with the messages 

shown to you?”.  

Participants were also asked questions about their understanding of the tasks they 

performed and whether they were aware of how they earned incentives. For example, those in the 

social incentive condition were asked questions like: “To what extent did you understand how 

you gained followers?”, “To what extent were you thinking about followers while sharing the 

messages?”. Similarly, those in the financial incentive condition were asked questions like “To 

what extent did you understand how you gained money?”. Responses to these questions were 

also rated on a 7-point scale (ranging from 1 = Not at all to 7 = Perfectly well).  

The post-task measures also included questions about their motivations to share posts: 

“While engaging in the experiment, what motivated you to share the messages?” and “While 

engaging in the experiment, what motivated you to not share the messages?”. Participants 

were asked to describe their responses in a few sentences.  
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2.3 Procedure 

The study link for the screening survey was posted on social media platforms such as 

Twitter and Instagram. The link directed the participants to a Qualtrics form where they had to 

respond to a few demographic questions, a short questionnaire assessing their political ideology, 

and a bot test. Those who fulfilled the inclusion criteria (nationality, age, self-reported honesty, 1/2 

attention checks) and consented to participate were invited via email to participate in the 

experiment.  

The experimental task involved a social media platform Meshi created for the study where 

participants were given unique login IDs to sign in, as in any social media platform. The 

experiment was done over three days for each participant to reduce fatigue. Participants were 

shown a total of twenty-five posts: five posts on the first day (baseline) and ten each on the 

following two days. Each message shown belonged to one of the five types—true, false, plausible, 

implausible, and wholesome.  

The posts under the ‘plausible’ category were phrased to indicate the probability or 

likelihood of a certain piece of factual information being true (e.g. “There is a 90% chance that 

India will not experience a fourth wave of the coronavirus”). The ‘implausible’ category posts were 

also created with the probability/likelihood phrasing (e.g., “There is a high chance that India’s third 

COVID-19 wave was not the last one”); however, the posts here were not factual. The posts under 

the true (e.g., “Scientists believe that new COVID-19 infections are not a major concern 

anymore”) and false categories (e.g., “There will not be any new variants of the coronavirus after 

omicron”) contained the same information as those in the plausible and implausible categories but 

without the probability or likelihood phrasing. Wholesome posts were those that were likely to 

elicit joy; for example “Dog that knows 40 commands gets a job at a children's hospital in the US.” 

Details about content creation and the conditions are included in the Appendix. 

https://docs.google.com/document/d/1pWKjx4-WEwVYB4aoDUhCeToDaT7Ea0sV0dDkekLRDFQ/edit?usp=sharing
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Participants could choose to (a) share the post, and/or (b) react to it using one of the 

three emojis displayed depicting the emotions of anger, happiness, and disgust, and/or (c) press 

‘read more’ to get further information on the message displayed. Further, participants were 

randomly assigned to one of two conditions—financial or social incentives.  

In the financial incentive condition, participants were informed that they have to read the 

message thoroughly and use their judgement to determine which content is true, or false, and 

which would spread joy (wholesome). Further, on the second and third days of the study, 

participants were rewarded for sharing true/plausible content by receiving  ₹10 in their Meshi 

wallet and penalised for sharing false/implausible content by deduction of ₹4 from their wallet. 

The instructions for the social incentive condition were the same; however, with respect to 

rewards, on the second and third days of the study, participants were rewarded for sharing true 

content by getting 100 followers for each true content shared and will be penalised for sharing 

false content by deduction of 40 followers. Sharing wholesome posts did not entail receiving any 

incentives or disincentives in both conditions. All participants received initial endowments of ₹ 40 

and 400 followers at the start of the experiment.  

At the end of Day 3, participants responded to a Qualtrics form with a few post-task 

questions measuring moral emotions associated with the experimental task, their engagement 

(emotional and attention) with that task, understanding of the incentives associated with sharing, 

and open-ended questions about motivations for sharing/not sharing the posts.  

 
3. Results 

Data were analysed using the RStudio software version 22.7.01 (RStudio team, 2022) and 

STATA 17. The analysis code is available on OSF. Sample descriptives and zero-order correlations 

are displayed in Table 2. Individuals with more education were less likely to share all content, 

except false posts; negative correlations were found between education and sharing true r(908) = -
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.08, p < .05, plausible r(908) = -.08, p < .05, implausible r(908) = -.08, p < .05, and wholesome 

posts r(908) = -.10, p < .05. Those with more right-leaning political ideology were less likely to 

choose to ‘read more’ about a post. Similarly, the subcomponents of the PI scale (obedience to 

hierarchical authority and purity-based cultural norms) also negatively correlated with reading 

more about a post. Individuals with a more right-leaning political ideology were also more likely to 

share posts, except for false posts. Those more likely to show obedience towards hierarchical 

authority were likely to share all types of posts; however, those who upheld more purity-based 

cultural norms were more likely to share true and plausible posts only.  

The correlations for the subsample (n = 627) that responded to the post-task measures are 

displayed in Table 3. Younger individuals were more likely to give angry reactions to false and 

implausible posts, whereas older individuals were more likely to give happy reactions to false and 

implausible posts. Those who experienced more positive moral emotions during the span of the 

experiment were also likely to give more happy reactions to true and plausible posts, and angry 

reactions to all posts (except wholesome). They were also less likely to give disgusted reactions to 

true and plausible posts and happy reactions to false and implausible posts. A similar pattern of 

results was found for those who experienced more negative moral emotions during the experiment 

as well. Moreover, those who experienced more negative moral emotions were less likely to give 

happy reactions to wholesome content. 

A series of Bonferroni corrected t-tests were computed on participant demographics in 

both conditions to check for demographic distribution across the two financial and social 

conditions (Table S2). Although there were more males and employed persons in the social 

condition, and more students and atheists in the financial condition, these differences were not 

significant at the .002 level (Bonferroni-corrected p-value, for 23 comparisons), indicating that 

both groups were equivalent on demographic characteristics.  
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3.1 Sharing of True and Plausible Posts 

The number of true posts shared in any incentivised condition was significantly higher than 

that of the baseline (H1), t(907) = -47.78, p < 0.001, d = 1.59. Significantly more true posts were 

shared in both incentivised conditions compared to baseline (H1a and H1b): financial, t(440) = -

33.56, p < 0.001, d = 1.6, and social, t(466) = -33.99, p < 0.001, d = 1.57. However, the two 

incentivized groups did not differ significantly in the mean number of true (H2a), t(900.5) = 0.06, 

p = 0.95, d = 0.01, and plausible posts shared (H2b), t(903.11) = 1.34, p = 0.18, d = 0.09. The sharing 

of all factual (true and plausible) messages also did not differ across the two incentivized 

conditions (H2),  t(902.93) = 0.79 p = 0.43, d = 0.05.  

3.2 Sharing of False and Implausible Posts 

The type of incentive also did not influence the number of false posts shared (H3a), 

t(905.78) = -1.56, p = 0.12, d = 0.1 or the number of implausible posts shared (H3b) in the two 

incentivised conditions, t(905.26) = -1.75, p = 0.08, d = 0.11. Similarly, the sharing of all false 

messages (false and implausible) did not differ significantly across the two incentivized conditions 

(H3), t(905.51) = -1.75, p = 0.08, d = 0.12.  

3.3 Sharing of Wholesome Posts  

Similar results were found for wholesome posts shared in the financial and social conditions 

(H4). The type of incentive did not influence the number of wholesome posts shared, t(902.05) = 

-0.47, p = 0.64, d = 0.03.  

3.4 Reactions and ‘Read More’ 

A factorial ANOVA was conducted to examine the effect of participant’s demographics 

(age, gender, religion, education, political ideology), reading additional information (clicking ‘read 

more’), the type of incentives (financial/social) and the type of message (true, false, plausible, 

implausible, wholesome) on the decision to share/not share a post at the message level (RQ2). 



INCENTIVIZATION FOR SHARING TRUE CONTENT ONLINE  

17 
 

Results indicated that this decision differed significantly based on these variables,  F(18, 22281) = 

214.89, p < 0.001, R2 = 0.15.  

Sharing a message was coded as 1 and not sharing it was coded as 0. Generally, false (M = 

.29, SD = .45) and implausible messages (M = .29, SD = .45) were significantly less likely to be 

shared as compared to true (M = .61, SD = .49), plausible (M = .59, SD = .49), and wholesome 

messages (M = .61, SD = .49). Those who clicked on “read more” were more likely to share 

messages, regardless of type.  

The type of incentive did not influence sharing behaviour, F(1, 22281) = 0.14, p = 0.70.  

Among the covariates, older and more educated individuals were more likely to share 

messages; there was no difference between men and women in post-sharing behaviour, and those 

with more right-leaning political beliefs (with respect to purity and obedience to authority) were 

likely to share more posts3.   

Similar ANOVAs were run to assess the effects of demographics and post-related 

behaviour on happy, disgusted, and angry reactions to the messages (RQ3, Figure 1). Happy 

reactions were predicted by this combination of variables, F(18, 22281) = 127.38, p < 0.001, R2 = 

0.09. Factual posts—true (M = .49, SD = .50) and plausible (M = .47, SD = .50)—were more 

likely to elicit happy reactions than false (M = .26, SD = .44) and implausible posts (M = .27, SD 

= .45); wholesome posts (M = .64, SD = .48) were more likely to elicit happy reactions than any 

other type of posts. Those who clicked on “read more” were also more likely to give a happy 

reaction across conditions. Among the covariates, there was no difference between men and 

women when giving happy reactions to posts, and age did not influence happy reactions to posts, 

F(18,22281) = 4.30, p = 0.01. Only those with more right-leaning political beliefs related to 

obedience to hierarchical authority gave more happy reactions to posts.  

 
3 Differences in post sharing among religious groups was not inferred as nearly 78% of the sample identified as being 
Hindu and the remaining categories each comprised less than 6% of the data. 
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Similar results were found for disgust reactions where a combination of demographics and 

post-related behaviour was seen to influence such reactions to posts, F(18, 22281) = 47.05, p < 

0.001, R2 = 0.04. Contrary to happy reactions, disgust reactions were more likely to be elicited by 

false (M = .18, SD = .38) and implausible (M = .17, SD = .38) posts than true posts; however, true 

(M = .10, SD = .30) and plausible (M = .10, SD = .31) posts were more likely to elicit disgust 

reactions than wholesome posts (M = .03, SD = .18). Reading more about the post elicited more 

disgust reactions, F(18, 22281) = 6.32, p = 0.01; participants in the social condition (M = .13, SD = 

.33) gave significantly more disgust reactions than those in the financial condition (M = .11, SD = 

.31). There was no difference between men and women when giving disgusted reactions to posts; 

age was not a significant predictor, and those with more right-leaning political beliefs gave more 

disgusted reactions.   

For anger reactions, both demographics and post-related behaviour showed significant 

influence on anger reactions to posts, F(18, 22281) = 95.85, p < 0.001, R2 = 0.07. Similar to disgust 

reactions, false and implausible posts (Ms = .23, SDs = .42) were more likely to elicit anger 

reactions than true and plausible posts (Ms = .14, SDs = .35); these in turn were reacted to more 

angrily than wholesome posts (M = .04, SD = .20). Reading more about the post elicited more 

anger reactions, F(18, 22281) = 20.22, p < 0.001; participants in the financial condition (M = .16, SD 

= .37) gave significantly more anger reactions than in those in the social condition (M = 0.15, SD 

= .36). Older participants, F(18, 22281) = 33.01, p < 0.001, and those with more right-leaning 

political beliefs gave more angry reactions. No gender difference between men and women was 

observed. 

3.5 Post-task Measures 

A sub-sample of 627 individuals who participated in the experiment over the 3 days 

responded to the follow-up Qualtrics form with the post-task measures (Table S1). Results show 
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that on average, the sample contemplated the messages shown to them over the 3 days and also 

thought of the consequences to their friends/family and others, including those they dislike/hate if 

the messages were true. With respect to incentives, participants in the two incentivised groups 

(social and financial) on average were aware of how they gained and lost their incentives 

(followers/money). However, more individuals from the social incentive group thought about their 

incentives while sharing messages than those from the financial group.  

 
4. Discussion 

The present study aimed to examine if people's information-sharing behaviour on social 

media can be influenced by social or financial incentives. Specifically, we attempted to understand 

whether incentivization can curb misinformation sharing on social media platforms. For this 

purpose, we created a social media platform ‘Meshi’ where participants were shown a total of 

twenty-five posts over a period of three days that they could share, react to, or choose ‘read more’ 

to get further information. Our results indicate that incentivization, regardless of the type, 

encourages people to share more true information. However, the two incentivised groups 

(financial and social) did not differ in the mean number of factual posts (true and plausible) 

shared.  

4.1 Role of Incentives in Sharing Posts 

Sharing posts when there are incentives involved can be explained by rational choice 

theory, which posits that choices are made through a cost-benefit analysis intended to maximise 

personal utility, with any form of incentive increasing the likelihood of participation (Becker, 1976; 

Logan et al., 2018; Zou, 2016). However, the lack of significant differences between social and 

financial incentives for sharing true information suggests that a particular incentive did not take 

precedence over the other. It is likely that participants were motivated solely by the presence of an 

incentive and a desire to earn more money or create greater social engagement. Moreover, 
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participants may have been unable to decipher the nuances between true and plausible messages 

as sharing of all factual information also did not differ between the two incentivized conditions. 

Similarly, individuals were equally likely to share false information regardless of the nature 

of the incentive. This suggests that the sharing of (mis)information is not governed only by social 

or monetary incentives or conversely, that the sharing of (mis)information may be equally likely to 

be governed by both. It is also plausible that the kind of social incentives matter; in the current 

study, users gained or lost followers, whereas, in the real world, social engagement is often 

compounded and can take many forms (likes, reactions, shares, etc.). Similarly, the amount of 

money to be gained or lost can influence sharing behaviour. A positive implication of this null 

result may be that curbing misinformation may not require substantial monetary resources. 

Individuals who choose not to engage with false content (passive) or flag false content (active) can 

be socially incentivized for being responsible netizens.  

4.2 Post Reactions 

News is known to elicit emotional reactions in people (Gross and D’Ambrosio 2004), with 

earlier studies indicating how such news can elicit a myriad of emotional responses (Ryu 1982; 

Grabe et al., 2001). Results from the present study indicated that false and implausible messages 

were more likely to elicit negative reactions of anger and disgust than any other type of message. 

It is likely that false messages elicit more anger reactions than other messages because fake news is 

often laden with emotions of anger; for example, for political attacks (Higgins, 2017). Similarly, 

previous studies have shown how emotional responses dictate individuals’ information processing 

and seeking behaviour (Erhardt et al., 2021), alter their attitudes or opinions (Marcus et al., 2019; 

Vasilopoulos, 2019), as well as influence behavioural changes (e.g., Weeks, 2015).   

Conversely, wholesome messages elicited more happy reactions than any other type of 

message. Wholesome messages included information that would generally bring joy to people 
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including acts of kindness, contributions made to society and the environment, and the like. 

Interestingly enough, in a study by Al-Rawi (2019) on networked emotional news stories, 

participants clicked positive news stories the most and reacted positively (‘love’ emoji) to them. 

Despite the popular idea that people pay more attention to bad news than good news (Shoemaker 

& Cohen, 2005), people clearly seek and react to good news. Varied emotional reactions to false, 

true, and wholesome messages also provide content validation for the nature of posts used in the 

current study. 

4.3 Demographics and Sharing Behaviour 

Sharing behaviour on social media, especially when it comes to inaccurate information, is 

also largely influenced by age (Guess et al., 2019). Our results suggest that older individuals were 

more likely to share messages, possibly associated with relatively lower digital literacy, to be able to 

navigate through misinformation or be able to successfully judge the reliability of posts. Hence, 

they may be more likely to share posts unsparingly regardless of the type of content. More 

educated individuals in our sample were likely to share posts. It is likely that educated individuals 

are more inclined towards engaging with information online and sharing helps them disseminate 

information to the community. 

When comparing graduate and undergraduate students in their motivations for sharing 

misinformation, Chen et al. (2015) found that for graduate students, the motivations to share 

included reasons related to the characteristics of the information. For example, graduate students 

were more likely to share misinformation if it was interesting, new and eye-catching, or was a good 

topic for conversation. Although Chen et al.’s (2015) study focused on the sharing of 

misinformation, it is possible that the current sample of educated individuals was generally more 

likely to share posts regardless of their content type because they found them interesting or 

perceived them as great conversation starters.  
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4.4 Political Ideology and Engagement with Posts 

While clicking “read more” was related to sharing more posts in general, right-leaning 

individuals were less likely to click “read more” and more likely to share true and wholesome posts 

but not false posts. Further, the nuances in sharing behaviors among the subcategories of right-

leaning individuals offer more insights into the complexities of political ideology in India. Only 

obedience towards hierarchical authority, and not upholding purity-based cultural norms, 

predicted sharing of false posts; thus, specific beliefs of discrimination, traditionalism, and 

compliance with authority are likely to be strong drivers of disseminating misinformation. As a 

result, findings on the role of political ideology in predicting sharing behaviours are only partially 

consistent with past research, which suggests that conservatives are more susceptible to sharing 

misinformation online. However, this may be explained by past studies being overrepresented by 

samples from the United States, with investigations of sharing behaviours and political ideology 

related to political misinformation and fake news in the COVID-19 context (Calvillo et al., 2020; 

Garrett & Bond, 2021; Guess et al., 2019; Havey, 2020; Pennycook & Rand, 2019). Our unique 

findings also highlight the pitfalls of generalising findings in WEIRD societies to non-WEIRD ones 

and underscore the need to account for varying cultural influences. 

In a recent study, Yang et al., (2022) investigated whether reactions to misinformation and 

corrective messages regarding COVID-19 differed. They found misinformation and political 

ideology of the post’s sources to be more predictive of people's anxious and enthusiastic reactions. 

Affective polarisation generally leads individuals to politicise neutral or apolitical issues such as 

COVID-19 (Druckman et al., 2020) which in turn leads them to react to messages about such 

issues in a certain way. Conservatives' animus towards the other party may have led them to 

ignore or doubt messages about COVID-19. In the present study, right-leaning individuals were 

more likely to give reactions to posts. It is possible that these individuals are more likely to find 
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messages happy, disgusting, or anger-inducing depending on the nature of the political meaning 

they attach to these messages.  

4.6 Limitations and Future Directions 

Studies of misinformation sharing are scant in the Global South, with this being one of the 

first to study web monetization in this context. That said, this study was not without limitations. 

First, the study only used posts containing text, which did not provide insights into misinformation 

across different formats. Second, the manipulation of incentives did not affect sharing behaviour. 

Future research can extend this work, by altering incentivization methods as well as adapting the 

content of posts to another format.  Additionally, future work could also highlight the interaction 

between emotions and sharing behavior online. Our study also did not explore how the different 

themes of messages (Refer to table A1) are shared. For example, future research could focus on 

whether certain socio demographics are associated with sharing a certain type (theme) of 

message. Moreover, our study did not take into account the reaction time of participants (i.e. how 

long each participant spent evaluating the messages before engaging with them), which could 

potentially contribute to our understanding of sharing behavior. Additionally, given the literature 

on how political misinformation is widespread on social media platforms especially in the Global 

South (Narayanan et al., 2019; Resende et al., 2019), researchers could further look into how 

spreading misinformation can be a way of partisan cheerleading, if incentivization can further help 

our understanding of this phenomenon (for example Peterson & Iyengar, 2021), and how it can be 

curbed.  

 As the social incentives in the present study were purely simulated, it is likely that 

participants were less concerned with whether they gained or lost “imaginary” followers. The 

effectiveness of social incentives can be assessed through a real-world experiment where users of a 

social media platform, like Facebook, can receive a visible marker such as a star against their 
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profile if they consistently share true information/factual posts. In this hypothetical experiment, 

with say 100 users, fact checkers can be recruited for every 10 participants who would verify shared 

posts. Based on a predetermined threshold, users can be awarded a star denoting that they are 

credible sources of information on the platform. To ensure that individuals posting true 

information are prompted  to engage with it, there can be an additional requirement of lateral 

reading (reading more about the information on the open internet; Wineburg et al., 2022). 

Further, they can supplement their post with additional sources of the information, to enhance its 

credibility to other readers (see also McGlynn et al., 2020). This profile ‘star’ can act as a social 

incentive for users to engage with and share more true information online. Additionally, a 

leaderboard system can be put in place that displays top users of the month who consistently share 

true information. It can be argued that applying social incentives and criteria for sharing 

information online may be seen as curbing freedom of speech. However, individuals who share 

misinformation will not be actively penalized for sharing false news; neither will they be socially 

incentivized for sharing the same. Furthermore, algorithmically, information from individuals with 

more “social stars” can be made more prominent in social media feeds, driving engagement with 

more true news than false. 

As Ha et al. (2022) suggest, redesigning the online space to provide users with necessary 

tools to self-moderate can also be attempted. For platforms like Whatsapp and YouTube, group 

admins or users can be responsible for moderating content shared within groups and comment 

sections. With respect to handing out social incentives (like stars) to users who share true content, 

a trustworthy entity such as a fact checker can first evaluate content shared by group admins, and 

then entrust them to provide the incentives. Indeed, with any form of incentivization involved, the 

question of whether social media platforms should be transparent with their users arises. In case 

that they employ social incentives surreptitiously, it’s likely to be business-as-usual, with users 
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unaware of the algorithms underlying the platform. On the other hand, being transparent about 

incentivization can lead to beneficial outcomes (such as a better and more truthful information 

landscape) or unintended consequences (such as users gaming the incentives themselves for 

personal gain over the common good). In our opinion, incentive mechanisms should be 

transparently applied to inform and engage users as well as potentially lead to a ripple effect 

among social media platforms. 

Based on the results of our study, behavior-based interventions may work just as well as 

financial incentives to promote the sharing of true information online. Although a recent study 

identified a significant effect of financial incentives on truth discernment and the subsequent 

sharing of factual information (Rathje et al., 2023), non-financial (and more scalable) interventions 

also played a role in truth discernment, albeit a smaller one. Taken together, perhaps a combined 

intervention may be more practical and effective (see Bak-Coleman et al., 2022), where a social 

incentive structure is employed as a behavior-based intervention along with other psychological 

interventions that have successfully demonstrated impact in curbing misinformation (see 

Gwiazdzinski et al., 2023).  

 Lastly, the study sample was recruited online and represented a fairly digitally literate 

sample. Future work can attempt to replicate these findings with low digital literacy populations. 

Moreover, the present study can also be replicated in countries of the Global North (Adetula et 

al., 2022) to understand how individuals from more digitally sophisticated and literate countries 

respond to incentives and how that influences their sharing of (mis)information online.  

The results of our study point to the eminent need for further analysis and research in the 

area of information-sharing on social media, especially in the Global South. These have provided 

multiple potential directions for future work with one such area being understanding the influences 

of linguistic features of a post on decisions of sharing. Recognizing  the potential of social media 
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users to influence others through the information they choose to share is an important first step to 

kickstarting a digital literacy movement. The start of healthier online information ecosystems may 

rely on exploring ways to encourage users to be more critical of the information they see, and 

inevitably, share.  
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Tables and Figures 
 

 
Table 1. Sample Descriptives for Financial and Social Incentive Conditions 

 Financial Social 

Variable M SD M SD 
 
 

1. Gender 

 
 

1.46 

 
 

0.58 

 
 

1.38 

 
 

0.54 

2. Age 26.4 6.26 31.08 91.27 

3. Education 4.8
4 

1.22 4.84 1.05 

4. Religion 3.94 1.32 4.06 1.13 

5. True posts shared 2.52 1.34 2.51 1.31 

6. Plausible posts shared 2.52 1.36 2.4 1.36 

7. False posts shared 1.1 1.4 1.25 1.46 

8. Implausible posts shared 1.06 1.41 1.22 1.45 

12. Wholesome posts shared 2.42 1.59 2.47 1.57 

13. All true posts shared (true + plausible) 5.0
4 

2.42 4.91 2.42 

14. All false posts shared (false + 
implausible) 

2.16 2.66 2.48 2.75 

15. Happy reaction (true posts) 1.95 1.21 1.94 1.24 

16. Happy reaction (false posts) 1.02 1.12 0.98 1.02 

17. Happy reaction (plausible posts) 1.93 1.17 1.83 1.22 

18. Happy reaction (implausible posts) 1.02 1.08 1.04 1.07 

19. Happy reaction (wholesome posts) 2.44 1.4 2.5 1.38 

20. Disgust reaction (true posts) 0.3
4 

0.62 0.38 0.67 

21. Disgust reaction (false posts) 0.61 0.83 0.75 0.89 

22. Disgust reaction (plausible posts) 0.3
9 

0.68 0.42 0.67 

23. Disgust reaction (implausible posts) 0.6
3 

0.79 0.7 0.92 

24. Disgust reaction (wholesome posts) 0.14 0.4 0.13 0.38 

25. Anger reaction (true posts) 0.5
6 

0.85 0.53 0.8 

26. Anger reaction (false posts) 0.9
5 

1.25 0.9 1.21 
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27. Anger reaction (plausible posts) 0.5
4 

0.76 0.53 0.75 

28. Anger reaction (implausible posts) 0.9
3 

1.23 0.93 1.25 

29. Anger reaction (wholesome posts) 0.17 0.5 0.15 0.44 

30. True posts 'read more' 1.1 1.53 0.87 1.42 

31. False posts 'read more' 1.17 1.54 0.87 1.41 

32. Plausible 'read more' 1.15 1.56 0.82 1.39 
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33. Implausible 'read more' 1.16 1.54 0.8
2 

1.39 

34. Wholesome 'read more' 1.15 1.55 0.8
6 

1.42 

Note. M and SD are used to represent mean and standard deviation. Gender was coded 1 = Man, 2 = 
Woman, 3 = Non binary/Trans. Religion was coded 1 = Atheism, 2 = Buddhism, 3 = Christianity, 4 = 
Hinduism, 5 = Islam, 6 = Jainism, 7 = Sikhism, 8 = Zoroastrianism, 10 = Self describe, 11 = Prefer not to 
disclose. Education was linearly measured. 

 



40 
 

40 
 

Table 2. Sample Descriptives and correlations for demographics, PI scales, posts shared and read more (Experimental) 

Variable M SD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

1. Gender 1.42 0.56                 

2. Age 28.81 65.61 .21** 
               

3. Education 4.84 1.13 -0.01 0.02 
              

4. Religion 4 1.23 0 0.01 .10** 
             

5. Political Ideology (PI) 120.94 34.85 -.26** 0.05 0.03 0.0
6 

            

6. PI Purity Subscale 49.63 16.23 -.21** 0.06 0 0.02 .94** 
           

7. PI Obedience Subscale 71.31 20.49 -.27** 0.04 0.06 .08* .96** .80** 
          

8. True posts shared 2.52 1.32 0.04 -0.02 -.08* 0 .22** .28** .14** 
         

9. False posts shared 1.18 1.44 -0.01 0.06 -0.05 0 0.06 .16** -0.03 .37** 
        

10. Plausible posts shared 2.45 1.36 .07* -0.02 -.08* 0.01 .19** .27** .12** .62** .35** 
       

11. Implausible posts shared 1.14 1.43 0.02 0.06 -.08* 0.05 .08* .18** -0.01 .41** .78** .40** 
      

12. Wholesome posts shared 2.44 1.58 .08* 0.02 -.10** 0.01 .12** .21** 0.04 .60** .44** .60** .48** 
     

13. True posts 'read more' 0.99 1.48 .10** -0.03 -0.06 0 -.41** -.35** -.43** -0.04 0.01 -.11** -0.02 .09** 
    

14. False posts 'read more' 1.02 1.48 .10** -0.03 -0.06 -0.01 -.39** -.33** -.41** -0.06 0.05 -.10** -0.02 .10** .88** 
   

15. Plausible posts 'read 
more' 

0.98 1.48 .13** -0.03 -0.06 -0.03 -.41** -.34** -.43** -.07* 0.03 -0.06 -0.02 .09** .85** .85** 
  

16. Implausible posts 'read 
more' 

0.98 1.47 .11** -0.03 -0.05 -0.03 -.42** -.35** -.43** -.08* 0.01 -.10** -0.03 .08* .87** .87** .88** 
 

17. Wholesome posts 'read 
more' 

1 1.49 .12** -0.02 -0.04 -0.04 -.40** -.34** -.42** -0.05 0 -.10** -0.04 .12** .89** .86** .87** .88** 
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Note. M and SD are used to represent mean and standard deviation. * indicates p < .05. ** indicates p < .01. Gender was coded 1 = Man, 2 = Woman, 3 = Non binary/Trans. Education was linearly 

measured 
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Table 3. Sample Descriptives and correlations for demographics, ME scale, and post reactions (experimental) 

Variable M SD 1 2 3 4 5 6 7 8 9 10 

1. Gender 1.34 0.51 
          

2. Age 26.67 5.43 -0.05 
         

3. Education 4.98 0.93 0.07 .30** 
        

4. Religion 4.01 1.07 .10* 0.04 0.05 
       

5.Positive Moral Emotions 15.29 4.29 -0.05 0.03 0.07 -
0.02 

      

6. Negative Moral Emotions 23.4 11.76 -0.04 0.06 .09* 0.02 .65** 
     

7. Total Moral Emotions 38.7 14.9 -0.05 0.06 .09* 0.01 .80** .98** 
    

8. Happy reaction (true posts) 2.09 1.18 0 0 0.03 0.06 .23** .27** .28** 
   

9. Angry reaction (true posts) 0.6 0.88 -0.01 -0.05 -0.07 -
0.03 

.12** .10** .12** -.32** 
  

10. Disgust reaction (true posts) 0.36 0.63 0.01 0.07 0.06 0.01 -.16** -.11** -.13** -.19** -.18** 
 

11. Happy reaction (false posts) 1.02 1.04 0.02 .09* 0.01 0.01 -.18** -.23** -.23** .15** 0.01 .11** 

12. Angry reaction (false posts) 1.1 1.34 0.05 -.13** -0.02 -
0.05 

.44** .50** .52** .14** .38** -.23** 

13. Disgust reaction (false posts) 0.8 0.
9 

-.11** 0.08 0.02 0.04 0.01 0.01 0.01 .09* -.08* .24** 

14. Happy reaction (plausible posts) 1.97 1.17 0.01 0.04 -0.02 0.02 .28** .32** .34** .36** .10** 0.03 

15. Angry reaction (plausible posts) 0.57 0.78 -0.01 -0.02 0 0.01 .19** .18** .19** .08* .32** -0.07 

16. Disgust reaction (plausible posts) 0.44 0.71 -.08* 0.05 0.01 0.03 -.12** -.13** -.14** 0.02 -.09* .33** 

17. Happy reaction (implausible posts) 1.06 1.06 -0.01 .11** 0.01 0.06 -.10* -.20** -.19** .16** 0.02 .10* 

18. Angry reaction (implausible posts) 1.08 1.34 0.04 -.10* -0.03 -
0.01 

.42** .48** .50** .14** .40** -.20** 



43 
 

43 
 

19. Disgust reaction (implausible posts) 0.77 0.92 -0.06 0.04 0.06 -
0.03 

0 0.02 0.01 0.05 -.11** .28** 

20. Happy reaction (wholesome posts) 2.56 1.32 0 -0.07 -.11** -
0.01 

-0.06 -.16** -.14** .21** 0.04 0.06 

21. Angry reaction (wholesome posts) 0.19 0.51 -0.01 0.08 0.01 0.02 0.03 0.07 0.06 -0.02 .32** -0.03 

22. Disgust reaction (wholesome posts) 0.15 0.41 -.09* 0.03 -0.01 -
0.04 

-0.01 0 -0.01 -0.02 -0.02 .17** 
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Variable 11 12 13 14 15 16 17 18 19 20 21 

12. Angry reaction (false posts) -.38** 
          

13. Disgust reaction (false posts) -.18** -.32** 
         

14. Happy reaction (plausible posts) .13** .18** .09* 
        

15. Angry reaction (plausible posts) -0.02 .43** -.10* -.18** 
       

16. Disgust reaction (plausible posts) .19** -.20** .18** -.25** -.15** 
      

17. Happy reaction (implausible posts) .38** -.27** .16** .23** -0.04 0.05 
     

18. Angry reaction (implausible posts) -.21** .72** -.14** .19** .45** -.15** -.39** 
    

19. Disgust reaction (implausible posts) 0.04 -.12** .29** 0.03 -.12** .30** -.17** -.24** 
   

20. Happy reaction (wholesome posts) .23** -0.02 0.03 .23** 0.03 .10** .26** 0.02 0.03 
  

21. Angry reaction (wholesome posts) .10* .18** -0.07 0.05 .29** -0.03 .12** .20** -.13** -.25** 
 

22. Disgust reaction (wholesome posts) 0.05 -.10* .15** 0 -0.02 .16** .09* -.12** .16** -.22** 0.06 

Note. M and SD are used to represent mean and standard deviation. * indicates p < .05. ** indicates p < .01. Gender was coded 1 = Man, 2 = Woman, 3 = Non binary/Trans. 

Education was linearly measured 
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Figure 1. 

 
Proportions of shares and emoji reactions to different post content. 
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Appendix: Content Creation Methodology 

The 250 posts were created using current or recent news after removing most, if not all, identifying 

elements to minimize any potential internet searches by participants during the experiment. 

Consistent with Pennycook, Cannon & Rand (2018), these messages were divided 

into five broad categories: plausible, implausible, true, false, and wholesome. The plausible 

category included headlines that participants were more likely to be certain about (e.g. “There is a 

low chance of mobile phone use leading to cancer”) with the reverse being true for the implausible 

category (e.g. “There is an 87% chance that Indian women report a better quality of life than 

men”). True and false categories respectively contained the same information as headlines in the 

plausible and implausible categories but without the probability or likelihood phrasing. As a result, 

the phrasing of the true and false categories was more like a traditional news headline. For the 

aforementioned examples, the phrasing of the true headline was “Using mobile phones is not 

associated with an increased risk of cancer” and the false headline was phrased as “Indian women 

report a better quality of life than men.” The rationale for using the same basic source news but 

phrasing it differently was to assess if changing the certainty phrasing affects the spread of 

misinformation. The wholesome category was used as a control and its headlines were mainly 

employed to test whether participants in the social condition were more likely to share wholesome 

content compared to those in the financial condition. All the messages were randomized and 

counterbalanced, with each participant receiving all five types of messages across the three days of 

the experiment. 

 
Tattle’s Khoj database was used for viewing words in IFCN-certified fact-checking articles in a 

particular week. After considering the overall word frequency and the number of clusters a specific 

word belonged to, some keywords were chosen to help build an overarching theme (e.g., the 

https://services.tattle.co.in/khoj/dashboard/
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words “COVID-19”, “myths”, and “vaccines” led to the creation of the theme “health”). The Khoj 

database was also supplemented by manually tracking fact-checking websites like WebQoof, Alt 

News, The Logical Indian, and Boom, and keeping up-to-date with various online news media 

outlets for over a month. A breakdown of the subthemes and phrasing of headlines is provided in 

Tables A1-A3. 

 
Table A1: Themes, subthemes, and headlines in each category 

 

Themes Subthemes Number of Headlines 

 
 
 

Health 

COVID-19 12 

Vaccines 8 

Myths 8 

Risks 4 

NeoCov 4 

 
 

Science/Tech 

Aerospace 4 

Agriculture 4 

Energy 4 

 
 
 
 

Tech 

5G 6 

Non-gaming app 2 

Space 4 

Crypto 4 

VR 4 

Health & tech risk 4 

 
 
 
 
 

Science 

Medical discovery 4 

Planets 4 

Climate 4 

Material science 4 

Health-related 
advances 

4 

https://services.tattle.co.in/khoj/dashboard/
https://www.thequint.com/news/webqoof
https://www.altnews.in/
https://www.altnews.in/
https://thelogicalindian.com/fact-check
https://www.boomlive.in/about-us


48 
 

48 
 

 

Blackhole 
 

4 
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Political 

Prison 4 

Finance 16 

Flag 4 

Education 4 

Election 8 

International Relations 4 

Protests 4 

War 4 

Religiopolitical Muslims 8 

 
 
 

Religion 

Antinational 2 

Fatwa 2 

Anti-Hinduism 4 

Scripture 4 

 
 
 
 
 
 

 
Miscellaneous 

Environment 4 

Entertainment 8 

Sports 4 

Quality of life 4 

Online Dating 4 

Wildlife 4 

Plastic 4 

Toothpaste 4 

TOTAL 200 
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Table A2: Types and frequencies of phrasing used for plausible messages 

 

 Plausible 

 

Type of 

phrasing 

 

probability 

 

likely/unlikely 

 

very likely/very 

unlikely 

high 

possibility/low 

possibility 

 

high chance 

/low chance 

Number of 

headlines 

 

10 
 

12/2 
 

5/1 
 

10/0 
 

10/1 

 

 

 

Table A3: Types and frequencies of phrasing used for implausible messages 
 

 Implausible 

 

Type of 

phrasing 

 

probability 

 

likely/unlikely 

 

very likely/very 

unlikely 

high 

possibility/low 

possibility 

 

high chance 

/low chance 

Number of 

headlines 

 

9 
 

12/3 
 

5/1 
 

9/1 
 

9/1 
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Supplementary Tables 
 
 

Table S1. Descriptives for Post-Task Questions   

Post-Task Question M SD 

Engagement   

How many times did you minimize the tab over the study? 3.19 2.15 

How often did you contemplate the message? 5.73 1.45 

How often did you lose track of time? 4.09 2.13 

How emotionally engaged were you with the task? 5.7 1.49 

How often did you think about the consequences to you if the message were true? 5.6 1.53 

How often did you think about the consequences to your friends and family if the 

message were true? 

 
5.51 

 
1.57 

How often did you think about the consequences to others in the country, if the message 
were true? 

5.55 1.53 

How often did you think about the consequences to others in the world, if the message 
were true? 

5.64 1.46 

How often did you think about the consequences to the people you dislike/hate if the 

message were true? 

 
5.22 

 
1.77 

To what extent did you enjoy participating in the tasks? 6.28 1.09 

To what extent did you like the messages shown to you? 5.77 1.32 

To what extent were you familiar with the messages shown to you? 5.56 1.4 

Would you want to participate in such a study again? 6.54 0.93 

Social Condition   

To what extent did you understand how you gained likes? 5.92 1.28 

To what extent did you understand how you lost likes? 5.68 1.5 

To what extent were you thinking about likes while sharing the messages? 5.55 1.59 

To what extent were you paying attention to your dashboard while sharing the messages? 5.8 1.42 

Financial Condition   

To what extent did you understand how you gained money? 5.39 1.76 

To what extent did you understand how you lost money? 5.15 1.94 

To what extent were you thinking about money while sharing the messages? 4.86 2.05 

To what extent were you paying attention to your dashboard while sharing the messages? 5.5 1.72 

Note: Responses to engagement-related post task questions ranged from 1 = 'Not at all' to 7 = 'All the 
time'. Responses to incentive-related (social and financial) post task questions ranged from 1 = 'Not at all' 
to 7 = 'Perfectly well' 
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Table S2. T tests to Check Demographic Distribution Across Financial and Social 

Condition 

Variable Social Financia
l 

  

 M SD t-stat p-
value 

Age 31.14 26.4 1.115 0.265 

Education 4.86 4.84 0.256 0.798 

householdsize 4.4 4.37 0.39 0.697 

 M SD z-stat p-value 

gender==Man 0.643 0.576 2.056 0.04 

gender==Woman 0.344 0.399 -1.697 0.09 

gender==Non-binary 0.013 0.025 -1.345 0.179 

Unmarried 0.639 0.63 0.285 0.776 

Unemployed 0.047 0.066 -1.212 0.225 

Employed 0.659 0.58 2.429 0.015 

Student 0.234 0.299 -
2.229 

0.026 

Homemaker 0.058 0.05 0.536 0.592 

religion==Atheism 0.037 0.078 -
2.666 

0.008 

religion==Buddhism 0.024 0.021 0.321 0.748 

Christianity 0.035 0.032 0.209 0.834 

religion==Hinduism 0.798 0.79 0.277 0.782 

religion==Islam 0.074 0.046 1.746 0.081 

religion==Sikhism 0.017 0.014 0.429 0.668 

religion==Jainism 0.015 0.018 -
0.374 

0.708 

Upper caste 0.79 0.773 0.599 0.549 

Metropolitan 0.337 0.32 0.527 0.598 

Urban 0.399 0.4 -
0.026 

0.979 

Semi-Urban 0.208 0.211 -0.119 0.906 

Rural 0.056 0.068 -
0.774 

0.439 

Note: Caste was collapsed into upper and lower. Marital status was also collapsed into married and unmarried. 

M and SD are used to represent mean and standard deviation. 
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Table S3. Sample Descriptives and correlations for demographics, PI scales, posts shared, and read more (baseline) 

Variable M SD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
 
 

1. Gender 

 
 

1.42 

 
 

0.56 

                

2. Age 28.81 65.61 .21** 
               

3. Education 4.84 1.13 -0.01 0.02 
              

4. Religion 4 1.23 0 0.01 .10** 
             

5. Political Ideology (PI) 120.94 34.85 -.26** 0.05 0.03 0.06 
            

6. PI Purity Subscale 49.63 16.23 -.21** 0.06 0 0.02 .94** 
           

7. PI Obedience Subscale 71.31 20.4
9 

-.27** 0.04 0.06 .08* .96** .80** 
          

8. True posts shared 0.55 0.5 0.01 0.03 -.07* 0.06 .09** .13** 0.04 
         

9. False posts shared 0.29 0.45 0 0.05 -0.06 0.06 -0.01 0.06 -.07* .26** 
        

10. Plausible posts shared 0.49 0.5 -0.05 0.03 -0.04 0.03 .17** .19** .13** .25** .19** 
       

11. Implausible posts shared 0.3 0.46 -0.02 0.05 -.11** 0 0.03 .09** -0.03 .21** .42** .21** 
      

12. Wholesome posts shared 0.59 0.49 -0.03 0.02 -.11** 0.01 0.06 .11** 0.01 .26** .27** .22** .29** 
     

13. True posts 'read more' 0.33 0.47 .11** -
0.04 

-.11** -.07* -.35** -.31** -.36** 0.01 0.06 -.08* 0.04 .13** 
    

14. False posts 'read more' 0.32 0.47 .09** -
0.03 

-0.05 -
0.03 

-.31** -.26** -.32** -0.01 0.05 -
.09** 

0.03 .13** .69** 
   

15. Plausible posts 'read 
more' 

0.31 0.46 .09** -
0.03 

-.08* -
0.03 

-.34** -.29** -.34** -0.02 0.02 -0.04 0.06 .12** .68** .66** 
  

16. Implausible posts 'read 
more' 

0.32 0.47 .08* -
0.03 

-0.03 -
0.04 

-.36** -.31** -.36** 0.01 0.06 -0.05 .10** .15** .68** .72** .69** 
 



54 
 

54 
 

17. Wholesome posts 'read 
more' 

0.34 0.47 .10** 0.04 -0.02 -
0.06 

-.36** -.31** -.37** -
0.05 

0.05 -.07* 0.05 .17** .69** .69** .68** .70** 

Note. M and SD are used to represent mean and standard deviation, respectively. * indicates p < .05. ** indicates p < .01.        
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Table S4. Sample Descriptives and correlations for demographics, ME scale, and post reactions (baseline) 

Variable M SD 1 2 3 4 5 6 7 8 9 10 

1. Gender 1.34 0.51 
          

2. Age 26.67 5.43 -0.05 
         

3. Education 4.98 0.93 0.07 .30** 
        

4. Religion 4.01 1.07 .10* 0.04 0.05 
       

5.Positive Moral Emotions 15.29 4.29 -0.05 0.03 0.07 -
0.02 

      

6. Negative Moral Emotions 23.4 11.76 -0.04 0.06 .09* 0.02 .65** 
     

7. Total Moral Emotions 38.7 14.9 -0.05 0.06 .09* 0.01 .80** .98** 
    

8. Happy reaction (true posts) 0.51 0.5 0.01 0.03 0.01 0.06 0.07 0.07 0.08 
   

9. Angry reaction (true posts) 0.19 0.39 0 0.01 -0.02 -
0.02 

0.07 0.05 0.05 -.49** 
  

10. Disgust reaction (true posts) 0.13 0.34 -0.05 -0.04 0.02 0.01 0 -0.02 -0.02 -
.40** 

-.19** 
 

11. Happy reaction (false posts) 0.32 0.47 0.06 0.03 -0.03 0.02 -0.06 -.10* -.10* 0 0.01 0.02 

12. Angry reaction (false posts) 1.1 1.34 0.05 -.13** -0.02 -
0.05 

.44** .50** .52** 0.02 .25** -.10** 

13. Disgust reaction (false posts) 0.24 0.43 -0.06 -0.03 0.03 -
0.04 

0.06 0.01 0.03 -0.02 0.02 .09* 

14. Happy reaction (plausible posts) 0.49 0.5 -0.06 0.02 -0.04 0.03 0.04 0.05 0.05 .10* -0.02 -0.02 

15. Angry reaction (plausible posts) 0.19 0.39 0.02 -0.01 0.04 -
0.02 

.18** .13** .15** 0.02 .17** -.09* 

16. Disgust reaction (plausible posts) 0.12 0.33 -0.01 0.03 -0.01 -
0.01 

-0.03 -0.07 -0.07 -0.03 -0.03 .12** 

17. Happy reaction (implausible posts) 0.3 0.46 -0.04 0.04 0.01 0.03 -0.04 -.13** -.11** 0.06 0 0.07 
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18. Angry reaction (implausible posts) 0.26 0.44 0 -0.04 -0.03 -
0.04 

.31** .28** .31** 0.01 .12** -0.07 

19. Disgust reaction (implausible posts) 0.22 0.42 0.03 -0.03 0.01 0.02 0.01 0.02 0.02 0 -0.03 .09* 

20. Happy reaction (wholesome posts) 0.73 0.45 -0.03 -0.07 -0.06 0.01 -0.05 -0.07 -0.07 0.01 .09* -0.02 

21. Angry reaction (wholesome posts) 0.06 0.24 0.01 0 -0.01 0 .16** .11** .13** 0.06 0.03 -0.04 

22. Disgust reaction (wholesome posts) 0.04 0.19 -0.01 0.01 0 0.02 -0.01 -0.03 -0.03 0.02 -0.05 0.02 
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Variable 11 12 13 14 15 16 17 18 19 20 21 

12. Angry reaction (false posts) -.09* 
          

13. Disgust reaction (false posts) -.38** -0.02 
         

14. Happy reaction (plausible posts) .09* 0.05 -0.07 
        

15. Angry reaction (plausible posts) -0.04 .24** 0.04 -.47** 
       

16. Disgust reaction (plausible posts) -0.02 -.12** .11** -.36** -.18** 
      

17. Happy reaction (implausible posts) .09* -.09* 0.05 .10** 0.04 0 
     

18. Angry reaction (implausible posts) -0.06 .41** 0.02 -0.04 .18** -0.02 -.38** 
    

19. Disgust reaction (implausible posts) 0 -0.05 0.05 -0.01 -0.01 .09* -.35** -.31** 
   

20. Happy reaction (wholesome posts) 0.05 0.04 0.02 0.05 0.02 0 0.01 -0.03 -
0.02 

  

21. Angry reaction (wholesome posts) -0.04 .17** -
0.06 

0.01 0.07 -0.01 -0.02 .19** -
0.05 

-.41** 
 

22. Disgust reaction (wholesome posts) 0.05 -0.06 0.03 0.01 -0.01 0.03 .09* -0.04 -
0.02 

-.32** -
0.05 

Note. M and SD are used to represent mean and standard deviation, respectively. Values in square brackets indicate the 95% confidence interval for each correlation. The 

confidence interval is a plausible range of population correlations that could have caused the sample correlation (Cumming, 2014). * indicates p 

< .05. ** indicates p < .01. 



58 
 

58 
 

Table S5. Sample Descriptives for Financial and Social incentive condition (Baseline) 

 Financia
l 

 Socia
l 

Variable M SD M SD 

1. Gender 1.46 0.58 1.46 0.5
8 

2. Age 26.4 6.26 26.4 6.26 

3. Education 4.84 1.22 4.84 1.22 

4. Religion 3.94 1.32 3.94 1.32 

5. True posts shared 0.54 0.5 0.54 0.5 

6. Plausible posts shared 0.51 0.5 0.51 0.5 

7. False posts shared 0.29 0.45 0.29 0.4
5 

8. Implausible posts shared 0.31 0.46 0.31 0.4
6 

12. Wholesome posts shared 0.58 0.49 0.58 0.4
9 

13. All true posts shared (true + plausible) 1.05 0.78 1.05 0.7
8 

14. All false posts shared (false + 
implausible) 

0.6 0.76 0.6 0.7
6 

15. Happy reaction (true posts) 0.47 0.5 0.47 0.5 

16. Happy reaction (false posts) 0.3 0.46 0.3 0.4
6 

17. Happy reaction (plausible posts) 0.48 0.5 0.48 0.5 

18. Happy reaction (implausible posts) 0.29 0.45 0.29 0.4
5 

19. Happy reaction (wholesome posts) 0.71 0.46 0.71 0.4
6 

20. Disgust reaction (true posts) 0.12 0.33 0.12 0.33 

21. Disgust reaction (false posts) 0.22 0.41 0.22 0.41 

22. Disgust reaction (plausible posts) 0.09 0.28 0.09 0.2
8 

23. Disgust reaction (implausible posts) 0.17 0.38 0.17 0.3
8 

24. Disgust reaction (wholesome posts) 0.04 0.19 0.04 0.19 

25. Anger reaction (true posts) 0.2 0.4 0.2 0.4 

26. Anger reaction (false posts) 0.24 0.43 0.24 0.4
3 
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27. Anger reaction (plausible posts) 0.18 0.39 0.18 0.3
9 

28. Anger reaction (implausible posts) 0.24 0.43 0.24 0.4
3 

29. Anger reaction (wholesome posts) 0.04 0.2 0.04 0.2 

30. True posts 'read more' 0.36 0.48 0.36 0.4
8 

31. False posts 'read more' 0.34 0.48 0.34 0.4
8 

32. Plausible 'read more' 0.35 0.48 0.35 0.4
8 

33. Implausible 'read more' 0.35 0.48 0.35 0.4
8 

34. Wholesome 'read more' 0.36 0.48 0.36 0.4
8 

Note. M and SD are used to represent mean and standard deviation.    
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Table S6. Factorial Analysis of Variance for posts shared 

Source df Partial 
SS 

MS F 

Model 18 823 45.72 214.89** 

Gender 2 6.59 3.3 15.49** 

Age 1 19.77 19.77 92.92** 

Education 1 5.65 5.65 26.57** 

Religion 6 21.72 3.62 17.01** 

Pi_purity 1 210.55 210.55 989.53** 

Pi_obedience 1 67.6 67.6 317.7** 

Posts 'read more' 1 13.02 13.02 61.17** 

Incentive 1 0.03 0.03 0.14 

Type of post 4 522.68 130.67 614.13** 

Total 22,29
9 

5563.79 0.25 
 

Note: df indicates degrees of freedom, Partial SS indicates partial sum of squares, MS indicates mean 

squares. * indicates p < .05. ** indicates p < .01. 

 

 

 
Table S7. Factorial Analysis of Variance for post reaction (happy) 

Source df Partial 
SS 

MS F 

Model 18 508.47 28.25 127.38** 

Gender 2 1.91 0.95 4.3* 

Age 1 0.002 0.002 0.01 

Education 1 0.0001 0.000
1 

0 

Religion 6 10.18 1.7 7.65** 

Pi_purity 1 0.02 0.02 0.0
8 

Pi_obedience 1 10.62 10.62 47.89** 

Posts 'read more' 1 12.78 12.78 57.63** 

Incentive 1 0.04 0.04 0.17 

Type of post 4 451.28 112.82 508.73 

Total 22,29 5449.64 0.24 
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9 

Note: df indicates degrees of freedom, Partial SS indicates partial sum of squares, MS indicates mean 

squares. * indicates p < .05. ** indicates p < .01. 
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Table S8. Factorial Analysis of Variance for post reaction (disgust) 

Source df Partial 
SS 

MS F 

Model 18 85.48 4.75 47.05** 

Gender 2 1.11 0.55 5.48** 

Age 1 0.06 0.06 0.5
5 

Education 1 0.35 0.35 3.51 

Religion 6 1.18 0.2 1.95 

Pi_purity 1 6.11 6.11 60.57** 

Pi_obedience 1 9.2 9.2 91.19** 

Posts 'read more' 1 0.64 0.64 6.32* 

Incentive 1 0.85 0.85 8.46** 

Type of post 4 64.64 16.16 160.11** 

Total 22,29
9 

2334.33 0.1 
 

Note: df indicates degrees of freedom, Partial SS indicates partial sum of squares, MS indicates mean 

squares. * indicates p < .05. ** indicates p < .01. 
 
 

 

Table S9. Factorial Analysis of Variance for post reaction (anger) 

Source df Partial 
SS 

MS F 

Model 18 212.7 11.82 95.85** 

Gender 2 0.53 0.27 2.17 

Age 1 4.07 4.07 33.01** 

Education 1 0.42 0.42 3.42 

Religion 6 7.25 1.21 9.81** 

Pi_purity 1 27.3 27.3 221.41** 

Pi_obedience 1 1.03 1.03 8.39** 

Posts 'read more' 1 2.49 2.49 20.22** 

Incentive 1 0.95 0.95 7.74** 

Type of post 4 111.26 27.82 225.63** 

Total 22,29
9 

2959.58 0.12 
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Note: df indicates degrees of freedom, Partial SS indicates partial sum of squares, MS 

indicates mean squares. * indicates p < .05. ** indicates p < .01. 

 


